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Abstract. We investigate the canonical structure of the (2+1)-dimensional non-linear σ model in a
polynomial formulation. A current density defined in the non-linear σ model is a vector field, which
satisfies a formal flatness (or pure gauge) condition. It is the polynomial formulation in which the vector
field is regarded as a dynamic variable on which the flatness condition is imposed as a constraint condition
by introducing a Lagrange multiplier field. The model so formulated has gauge symmetry under a transfor-
mation of the Lagrange multiplier field. We construct the generalized Hamiltonian formalism of the model
explicitly by using the Dirac method for constrained systems. We derive three types of the pre-gauge-fixing
Hamiltonian systems: In the first system the current algebra is realized as the fundamental Dirac Brack-
ets. The second one manifests the similar canonical structure as the Chern-Simons or BF theories. In the
last one there appears an interesting interaction as the dynamic variables are coupled to their conjugate
momenta via the covariant derivative.

1 Introduction

The non-linear σ model [1] is quite useful theory to de-
scribe a non-linear quantum dynamics. For example, the
model is available as the low-energy effective theory of
QCD, and gives us important knowledge of the physics,
e.g. the soft pion physics. The model also gives us a pow-
erful effective theory for describing macroscopic quantum
phenomena, which appear in the condensed matter
physics, e.g. the quantum Hall effect [2] or the high-Tc

superconductivity [3]. The fruitfulness of the dynamics
included in the model comes from the non-linearity [4–
6], of course. At the same time, the non-linearity makes
the analysis of the dynamics beyond the tree level very
difficult [7].

In (d+1)-dimensions the model is defined by the La-
grangian density [5]:

L = gd−1 tr(∂µU†∂µU) , (1)

where g is a coupling constant, which has the dimension of
mass. U has its value on a group manifold G and tr is taken
over the group index. Here, we consider the SU(2) group
as an example but the extension to other gauge groups is
straightforward. In the usual formulation, U is written as
U = exp (iϕ) where ϕ is considered as a dynamic variable.
The algebra-valued ϕ corresponds to a physical field like
the pion in the case of QCD. The Lagrangian density (1)
is expressed in a non-polynomial form concerned with ϕ
field, so that we call this formulation the non-polynomial
formulation. The Taylor expansion of (1) by ϕ gives us in-

finitely many types of interaction terms. It is very difficult
to evaluate effects of radiative corrections in this way.

To overcome this difficulty, several types of formula-
tions of the model are proposed and each of them has its
own advantage. Sometimes a reformulation of the model
gives us a new insight that is hard to find in the other
formulation. One of these formulations, a polynomial rep-
resentation of the non-linear σ model, has been studied
extensively [8–12]. This formulation has many interesting
features from the theoretical and practical points of view.

It is a specific feature of the polynomial formulation
that the current density is regarded as the dynamic vari-
able. The current density is a vector field which satisfies
a formal flatness (or pure gauge) condition. The flatness
condition is imposed as a constraint condition by introduc-
ing a Lagrange multiplier field. Then the model has gauge
symmetry under a transformation of the Lagrange multi-
plier field. Thus, the Hamiltonian system of the model, so
formulated, is a constrained system with the gauge sym-
metry. This situation motivates us to study the canonical
structure of the model in detail.

Though the polynomial formulation is available in any
space-time dimension, we restrict ourselves to consider the
(2+1)-dimensional model in this paper. This is because
the (2+1)-dimensional model is the simplest one, 1 which
still has a first-class constraint making the canonical struc-
ture non-trivial. The model also can be applicable to a
planar electron system in condensed matter physics.

1 In the (1+1)-dimensional case which might be thought to
be simpler, there is no local gauge symmetry [12]
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In this paper we construct the generalized Hamiltonian
formalism of the (2+1)-dimensional non-linear σ-model in
the polynomial formulation explicitly by using the Dirac
method [13] for constrained systems. In Sect. 2 we present
a brief introduction to the polynomial formulation. The
generalized Hamiltonian formalism of the model is exten-
sively studied in Sect. 3. In Sect. 4 we derive three types
of the pre-gauge-fixing Hamiltonian systems: In the first
system, it is seen that the current algebra is realized as
the fundamental Dirac Brackets. The second system has
the Dirac brackets which are the same ones as the Chern-
Simons or BF theories. In the third system there appears
an interesting coupling that the dynamic variables are cou-
pled to their conjugate momenta via the covariant deriva-
tive. Section 5 is devoted to conclusions and discussions.

2 Polynomial formulation

The basic idea of the polynomial formulation is as fol-
lows: We introduce an SU(2) algebra-valued vector field
Lµ such as Lµ = La

µτa = g− 1
2 U†∂µU , where τa is the gen-

erator of the SU(2) group. We consider the vector field Lµ

as a dynamic variable and never refer to U . If we define the
field strength F a

µν as F a
µν ≡ ∂µLa

ν − ∂νLa
µ + g

1
2 fabcLb

µLc
ν ,

where fabc is the structure constant of the SU(2) group,
La

µ field satisfies the flatness or pure gauge condition, since
F a

µν = 0. Notice that the use of the term “flatness” is for-
mal. While the original field U is transformed under the
global SU(2) group, the vector field La

µ is invariant under
the transformation. Here, we impose the “flatness” condi-
tion to the theory as a constraint condition by introduc-
ing a Lagrange multiplier field denoted by θa

µν . Then, we
can obtain another description of the non-linear σ model,
which is defined by the Lagrangian density:

L =
1
2
g2La

µLaµ +
1
2
gθaνρF a

νρ . (2)

The Lagrangian density (2) is the polynomial of Lµ and
θµν , so that we call this formulation the polynomial or
first-order formulation of the non-linear σ-model. In our
convention, 2 the mass dimensions of g, La

µ and θa
µ are 1,

1/2 and 1/2, respectively, and the generator τa is normal-
ized by tr(τaτ b) = −(1/2)δab.

Since F a
νρ is antisymmetric under the interchange of ν

and ρ, θa
νρ also has to be. It is convenient to use the dual

field θa
µ which is a vector field defined as θaνρ = εµνρθa

µ .
Then we can rewrite (2) as:

L =
1
2
g2La

µLaµ +
1
2
gεµνρθa

µF a
νρ , (3)

which is our starting Lagrangian.
The Lagrangian density (3) has “local gauge symme-

try” under a transformation of the Lagrange multiplier
field θa

µ. The transformation is:

θa
µ → θa

µ + Dab
µ λb, (4)

2 We have used the usual convention that the mass dimension
of the vector field is 1/2 in (2+1)-dimensions

where λb(x) is an arbitrary function. Dab
µ is a covariant

derivative defined as Dab
µ ≡ δab∂µ−g

1
2 fabcLc

µ. We can eas-
ily show that the Lagrangian density (3) is invariant under
the transformation (4) by using the Bianchi identity. The
interesting feature of the transformation (4) is that it is
the infinitesimal version of the non-Abelian gauge trans-
formation. Thus, the symmetry is Abelian in fact [11]. The
model in the polynomial formulation has the infinitesimal
non-Abelian gauge symmetry as the exact symmetry.

The peculiar point of the polynomial formulation is
that this property, which the dynamic variable should
have, is imposed via the constraint. In addition, the con-
strained system has the local gauge symmetry under the
transformation of the Lagrange multiplier. These situa-
tions make the structure of the Hamiltonian system non-
trivial. In the following, we study the canonical structure
of the system by using the Dirac method.

3 Dirac method

We construct the generalized Hamilton formalism by using
the Dirac method [13] for constrained systems. We have
to take care of the gauge symmetry under the transfor-
mation of θµ as (4). We may fix the gauge by adding any
suitable gauge-fixing condition at the beginning, and then
may quantize the gauge-fixed theory in the specific gauge.
This procedure is too restrictive, because if we want to
choose other gauge-fixing conditions, we have to repeat
almost the same procedure again. Therefore, we use an-
other prescription to make our result more general. We
construct the pre-gauge-fixing Hamiltonian system (and
get a set of the pre-gauge-fixing Dirac brackets), which
maintains the gauge symmetry. Then, we can get a re-
sult that is independent of a choice of the gauge-fixing
condition. After that, we may impose the remaining first-
class constraints with any suitable gauge-fixing conditions
on state vectors to restrict the phase space to a physical
subspace, or we also can covert the first-class constraints
to the second-class ones by adding the gauge-fixing con-
ditions. If we construct the Dirac brackets, the second-
class constraints become the strong equations. Once we
construct the pre-gauge-fixing Hamiltonian system, we do
not need to reconstruct everything from the beginning.
The generalized Hamilton systems for the different gauge-
fixing conditions can be obtained starting from the pre-
gauge-fixing Hamiltonian system.

3.1 Primary system

The canonical momenta which are conjugate to the field
variables La

µ and θa
µ are obtained as:

πaµ ≡ δL

δL̇a
µ

= gε0µνθa
ν , (5)

πθ
aµ ≡ δL

δθ̇a
µ

= 0 , (6)
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from (3) respectively, where L =
∫

d~xL. Both of these
equations do not include the first-order time-derivative
term therefore they give us the primary constraints:

Kaµ ≡ πaµ − gε0µνθa
ν ≈ 0 , (7)

φaµ ≡ πaµ
θ ≈ 0 , (8)

where “≈” means the weak equality as usual. The Poisson
brackets between the field variables and their conjugate
momenta are defined by:

{La
µ(t, ~x), πb

ν(t, ~y)} = gµνδabδ(~x − ~y) , (9)

{θa
µ(t, ~x), πθ

b
ν(t, ~y)} = gµνδabδ(~x − ~y) . (10)

The canonical Hamiltonian is obtained by the formal Leg-
endre transformation as:

HC =
∫

d~x(πa
µL̇aµ + πa

θµ
˙θaµ − L),

=
∫

d~x(−gε0ijθa
0∂iL

a
j − gε0ijθa

i ∂jL
a
0 − 1

2
g2La

µLaµ

−1
2
g

3
2 εµνρfabcθa

µLb
νLc

ρ) . (11)

In order to restrict the phase space by the primary con-
straints (7) and (8), we add the corresponding constraint
terms to (11) which gives us the primary Hamiltonian:

HP = HC +
∫

d~x(ua
µKaµ + va

µφaµ) , (12)

where ua
µ(x) and va

µ(x) are the Lagrange multipliers.

3.2 Dirac algorithm

Starting from the primary constraints (7) and (8) and
the primary Hamiltonian (12), we construct a consistent
Hamiltonian system following the Dirac algorithm [13].
We require that a constraint f is not changed in time-
evolution. It means that the constraint surface is inde-
pendent of time, so that we can identify the true phase
space definitely. Thus, we impose the consistency condi-
tion, ḟ = {f, HP } ≈ 0. As a result of this condition, three
cases will be realized as follows: (i) A Lagrange multiplier
might be determined. (ii) A new (secondary) constraint
might be obtained. (iii) The condition might be satisfied
consistently. In the case (ii), we impose again the consis-
tency condition to the new constraint and repeat the same
procedure until the case (i) or (iii) is realized. Finally, we
will have a consistent set of constraints and at the same
time some of the Lagrange multipliers will be determined.
The resulting system is the generalized Hamiltonian sys-
tem.

First, we impose the consistency condition to Kaµ. For
µ = 0 there appears the secondary constraint:

Ma ≡ ε0ij∂iθ
a
j + gLa0 + g

1
2 ε0ijfabcθb

i L
c
j ≈ 0 . (13)

On the other hand, the consistency for Kai determines the
multiplier va

i as:

va
i = ∂iθ

a
0 − gε0ijL

aj − g
1
2 fabcθb

0L
c
i + g

1
2 fabcθb

i L
c
0 . (14)

Next, we require the consistency for φaµ. In the case
of µ = 0, we obtain the secondary constraint:

Na ≡ ε0ij∂iL
a
j +

1
2
g

1
2 ε0ijfabcLb

iL
c
j ≈ 0 . (15)

The consistency for φai determines ua
i to be:

ua
i = ∂iL

a
0 − g

1
2 fabcLb

0L
c
i . (16)

Now, we have two secondary constraints, (13) and (15).
We repeat the same procedure for them. The consistency
for Ma determines ua0 to be:

ua0 = −1
g
(g

1
2 ε0ijfabcθb

i u
c
j + ε0ij∂iv

a
j

+g
1
2 ε0ijfabcLb

iv
c
j) , (17)

where uc
j and vc

j have been given by (16) and (14), respec-
tively. Finally, we impose the consistency condition to Na

and obtain the relation:

ε0ij∂iu
a
j + g

1
2 ε0ijfabcLb

iu
c
j ≈ 0 , (18)

which can be rewritten as:

ε0ijfabcLb
0∂iL

c
j − g

1
2 ε0ijLb

0L
b
iL

a
j ≈ 0 , (19)

by substituting (16) for ua
i in (18). We wonder if (19) gives

us a new constraint, but we can show that the equation
is satisfied automatically because of (15). Now we have
completed finding all of the constraints, namely Kaµ, φaµ,
Ma and Na.

3.3 Classification of constraints

The next step of the Dirac method is to classify these
constraints into the first- and second-class constraints.
The first-class constraint is the one which has the van-
ishing Poisson brackets with all of other constraints. The
constraints except for the first-class ones are called the
second-class constraints.

In order to simplify the notation, we define ηas’s as
{ηas|a = 1, 2, 3; s = 1, .., 8} ≡ {Ka0, Ka1, Ka2, φa0, φa1,
φa2, Ma, Na} where a is the group index. We define a ma-
trix Bab;st(~x, ~y) as Bab;st(~x, ~y) ≡ {ηas(~x), ηbt(~y)}. Then
we have:

Bab;st(~x, ~y) =


0 0 0 0 0 0 −gδab 0

0 0 0 0 0 −gδab g
1
2 fabcθc

2 −Dab
2 (~x)

0 0 0 0 gδab 0 −g
1
2 fabcθc

1 Dab
1 (~x)

0 0 0 0 0 0 0 0
0 0 −gδab 0 0 0 −Dab

2 (~x) 0

0 gδab 0 0 0 0 Dab
1 (~x) 0

gδab g
1
2 fabcθc

2 −g
1
2 fabcθc

1 0 −Dab
2 (~x) Dab

1 (~x) 0 0

0 −Dab
2 (~x) Dab

1 (~x) 0 0 0 0 0




×δ(~x − ~y), (20)

by calculating the Poisson brackets between ηas’s. In (20)
we find that the φa0 is the first-class constraint and the
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others are the second-class ones. Thus, we have one first-
class constraint and seven second-class constraints.3 The
number of the second-class constraints should be even,
because a coordinate should make a pair with a momen-
tum and the dimensions of the reduced phase space should
be even. We have now the seven second-class constrains.
Therefore, we can get at least one more first-class con-
straint by a linear combination of the second-class con-
straints. This means that these second-class constraints
are not linearly independent. We may convert Na to the
first-class constraint. For convenience we denote the
second-class constraints by ξas’s as {ξas|a = 1, 2, 3; s =
1, .., 6} = {Ka0, Ka1, Ka2, φa1, φa2, Ma}. By using ξas’s,
we define a matrix Cab;st as Cab;st(~z1, ~z2) ≡
{ξas(~z1), ξbt(~z2)}. Then the new first-class constraint is
defined as:

Ga(~x) = Na(~x) −
∫

d~z1d~z2{Na(~x), ξbs(~z1)}
×(C−1)bc

st(~z1, ~z2)ξct(~z2), (21)

which is actually the linear combination of Na and ξas’s.
(C−1)ab

st is the inverse matrix of Cab;st. We can easily
check that the Poisson brackets between Ga and all of
other constraints vanish, so that Ga is surely the first-
class constraint. Because the determinant of Cab;st is not
zero, the remaining second-class constraints are indepen-
dent of each other and (C−1)as

st exists certainly. There are
no more first-class constraints.

The explicit form of the matrix Cab;st is obtained after
deleting two rows and two columns, which are concerned
with φa0 and Na, from the matrix Bab;st. Thus, we have:

Cab;st(~z1, ~z2) =


0 0 0 0 0 −gδab

0 0 0 0 −gδab g
1
2 fabcθc

2

0 0 0 gδab 0 −g
1
2 fabcθc

1
0 0 −gδab 0 0 −Dab

2 (~z1)

0 gδab 0 0 0 Dab
1 (~z1)

gδab g
1
2 fabcθc

2 −g
1
2 fabcθc

1 −Dab
2 (~z1) Dab

1 (~z1) 0




×δ(~z1 − ~z2).
(22)

The inverse of Cab;st also can be evaluated explicitly which
becomes:

(C−1)ab
st (~z1, ~z2) =



Qab(~z1, ~z2) 1
g2 Dab

1 (~z1) 1
g2 Dab

2 (~z1) − 1

g
3
2

fabcθc
1 − 1

g
3
2

fabcθc
2

1
g

δab

1
g2 Dab

1 (~z1) 0 0 0 1
g

δab 0

1
g2 Dab

2 (~z1) 0 0 − 1
g

δab 0 0

− 1

g
3
2

fabcθc
1 0 1

g
δab 0 0 0

− 1

g
3
2

fabcθc
2 − 1

g
δab 0 0 0 0

− 1
g

δab 0 0 0 0 0




×δ(~z1 − ~z2),
(23)

3 The number of constraints is counted without distinguish-
ing the group index

where we have defined the operator Qab(~z1, ~z2) as:

Qab(~z1, ~z2)δ(~z1 − ~z2) =
1
g

5
2
ε0ij{facdθd

i (~z1)Dcb
j (~z1)

+f cbdDac
i (~z1)θd

j (~z2)}δ(~z1 − ~z2),

=
1
g

5
2
ε0ijfabc(Dcd

i (~z1)θd
j (~z1))

×δ(~z1 − ~z2) . (24)

By using (15), (21) and (23), we can derive the explicit
form of Ga(~x) as:

Ga(~x) = Na(~x) − 1
g2 ε0ijDab

i (~x)Dbc
j (~x)Kc0(~x)

+
1
g
Dab

i (~x)φbi(~x) . (25)

3.4 Dirac brackets

Now we have two first-class constraints, φa0 and Ga, and
the six second-class constraints ξas’s. We construct the
Dirac brackets allowing us to use the second-class con-
straints as equality relations, which are called “strong
equations”. Thus, the Dirac brackets give us the canonical
algebra on the constrained phase space. The definition of
the Dirac brackets is:

{A(~x), B(~y)}D ≡ {A(~x), B(~y)}
−

∫
d~z1d~z2{A(~x), ξas(~z1)}

×(C−1)ab
st (~z1, ~z2){ξbt(~z2), B(~y)}(26)

for any variable A(~x) and B(~y). After tedious but straight-
forward calculations, we find the following Dirac brackets:

{La
0(~x), πb

i (~y)}D = − 1
g

1
2
ε0ijf

abcθcjδ(~x − ~y) , (27)

{La
i (~x), πb

j(~y)}D = gijδ
abδ(~x − ~y) , (28)

{La
0(~x), Lb

0(~y)}D = Qab(~x, ~y)δ(~x − ~y) , (29)

{La
0(~x), Lb

i (~y)}D =
1
g2 Dab

i (~x)δ(~x − ~y) , (30)

{θa
0(~x), πθ

b
0(~y)}D = δabδ(~x − ~y) , (31)

{La
0(~x), θb

i (~y)}D = − 1
g

3
2
fabcθc

i δ(~x − ~y) , (32)

{La
i (~x), θb

j(~y)}D =
1
g
δabε0ijδ(~x − ~y) . (33)

The other Dirac brackets vanish. (See the Appendix. )
Under the use of these brackets, the second-class con-

straints can be regarded as the strong equations. Summa-
rizing them here, we have the strong equations as follows:

Ka0 = πa0 = 0 , (34)

Kai = πai − gε0ijθa
j = 0 , (35)

φai = πθ
ai = 0 , (36)

Ma = ε0ij∂iθ
a
j + gLa0 + g

1
2 ε0ijfabcθb

i L
c
j = 0 . (37)



T. Matsuyama: Generalized Hamiltonian formalism 167

On the other hand, we have two first-class constraints φa0

and Ga. It should be noticed that Ga is reduced to Na

if we use the strong equations. Eventually the first-class
constraints become:

φa0 = πa0
θ ≈ 0 , (38)

Ga = ε0ijF a
ij ≈ 0 . (39)

Notice that (39) is the Gauss law constraint which is
the same one that appeared in the Chern-Simons the-
ory [14] or the BF theory [15]. It has its origin in the
term εµνρθµFνρ, which is a topological term independent
of the metric as is the Chern-Simons term. Therefore, the
Hamiltonian system may be considered to share a common
nature with the ones of these theories.

3.5 Remarks on quantization

Once we obtain the generalized Hamiltonian system, the
procedure of quantization is almost straightforward. Here,
we just give general remarks on the quantization.

In the generalized Hamiltonian system which we have
obtained, two first-class constraints have appeared. In
treating the first-class constraints, there are two strate-
gies as follows:

(a) We replace the Dirac brackets to the commutation
relations. Thus, we introduce the quantum operators
first. Then, we impose the first-class constraints and
also any suitable gauge-fixing conditions on the state
vectors in the Hilbert space and obtain the true phase
space.

(b) We may fix the gauge symmetry by imposing any suit-
able gauge-fixing conditions. Because we have non-
vanishing Poisson brackets between the first-class con-
straints and the gauge-fixing conditions, the first-class
constraints are regarded as the second-class
constraints. We can construct the gauge-fixed Dirac
brackets which allow us to use all constraints and the
gauge-fixing conditions as the strong equations. Then,
the system is quantized by replacing the gauge-fixed
Dirac brackets to the commutation relations.

We also have to be careful to order the quantum oper-
ators as usual. In this aspect too, the polynomial formula-
tion is much better than the non-polynomial one, because
we treat only the polynomial not the infinite power of the
operators.

We may rely on the path-integral quantization method
too. The Faddeev-Senjanovic method [16] gives us a sys-
tematic prescription of the path-integral quantization. For
the path-integral quantization we need the generalized
Hamiltonian formalism as the strict basis to determine
the path-integral measure.

4 Pre-gauge-fixing Hamiltonian systems

The pre-gauge-fixing total Hamiltonian HT is defined by
adding the constraint term due to the secondary first-class

constraint Ga to the primary Hamiltonian HP given in
(12). Thus, HT becomes:

HT = HP +
∫

d~xwaGa , (40)

where wa(x) is the Lagrange multiplier. The field variables
which are used in the starting Lagrangian density (3), are
L0, Lai, πa0, πai, θa0, θai, πa0

θ and πai
θ . In terms of the

strong equations (34) ∼ (37), we can eliminate some of
them from the total Hamiltonian HT . We also may retain
some redundant variables in HT with some strong equa-
tions. The explicit form of HT depends on which variables
are eliminated.

4.1 HT by La
µ and current algebra

HT obtained most naively is:

HT =
∫

d~x(
1
2
g2La

0La0 − 1
2
g2La

i Lai

+waGa + va
0φa0) , (41)

where we have shifted wa − 1
2gθa

0 to wa. The last two
terms in (41) correspond to the first-class constraints. In
this form all of La

µ’s are kept as dynamic variables.
The current algebra is one of most important features

of the non-linear σ model. In the polynomial formula-
tion, we have considered the current density as the dy-
namic variable. We do not refer to any elementary fields,
of which the current density is composed. The current al-
gebra should be realized as the fundamental Dirac brack-
ets.

To see that, let us consider the Dirac brackets of (29)
and (30). By using (24) and (37), we can rewrite (29) as:

{La0(~x), Lb0(~y)}D = − 1
g

3
2
fabcLc0(~x)δ(~x − ~y) . (42)

This is the well-known form of the Lie algebra. From (30)
we also have:

{La0(~x), Lbi(~y)}D = − 1
g

3
2
fabcLc

i (~x)δ(~x − ~y)

+
1
g2 δab∂x

i δ(~x − ~y) . (43)

It should be noticed that the second term in the right-
hand side of (43) is the so-called Schwinger term [17]. The
algebra is consistent with the general form of the current
algebra expected in this kind of the model. [18]

4.2 HT by La
i and θa

i

We can express HT by La
i and θa

i . To this end, we eliminate
La

0 from (41) by using:

La0 = −1
g
ε0ijDab

i θb
j , (44)
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which is obtained from (37). Then we obtain:

HT =
∫

d~x{1
2
(ε0ijDab

i θb
j)(ε

0klDac
k θc

l )

−1
2
g2La

i Lai + waGa + va
0φa0} . (45)

The Dirac brackets for La
i and θa

i are given by (33).
The brackets have a characteristic form including ε0ij that
is same as the ones of the Chern-Simons or BF theories.
This is expected because the Lagrangian density (3) in-
cludes the symplectic form as εµνρθµFνρ.

4.3 HT by La
i and πa

i

We also can obtain the expression of HT in which the
canonical pairs of coordinates and momenta can be seen
explicitly. Let us rewrite (35) as:

ε0ijθa
j =

1
g
πai . (46)

Notice that πa
i is a dual field of θa

j . In eliminating θb
j in

(45) by (46), we obtain:

HT =
∫

d~x{ 1
2g2 (Dab

i πbi)(Dac
j πcj)

−1
2
g2La

i Lai + waGa + va
0φa0} . (47)

Finally, the Hamiltonian (47) has been obtained by using
all of the strong equations (34) ∼ (37). The Dirac brackets
(28) shows that Lai and πai (i=1, 2) make two canonical
pairs. φa0 includes πa0

θ so that one more pair (θa0, πa0
θ )

exists. Thus, we have three canonical pairs in the system.
Since we have two first-class constraints, two gauge-fixing
conditions are needed to reduce the phase space to the true
one. This means that the true degrees of freedom in the
model is just one (counting the number of the canonical
pairs).

The specific feature seen in (47) is that La
i ’s are cou-

pled to πa
i ’s through the covariant derivative Dab

i . It is
interesting that a dynamic variable is coupled to its con-
jugate momentum by way of the minimal coupling.

5 Conclusions and discussions

We have constructed the generalized Hamiltonian formal-
ism of the (2+1)-dimensional non-linear σ model in poly-
nomial formulation by using the Dirac method for con-
strained systems. In the polynomial formulation the cur-
rent density is considered as the dynamic variable. The
current density satisfies the flatness condition that is im-
posed on the Hamiltonian system as the constraint by
introducing the Lagrange multiplier field. Following the
Dirac algorithm, we have derived the full set of constraints
which have been classified into first- and second-class con-
straints. Since the system is symmetric under the local

gauge transformation of the Lagrangian multiplier field,
the first-class constraint which corresponds to the Gauss
law has appeared as the secondary constraint. We have
evaluated the Dirac brackets that allow us to use the
second-class constraints as the strong equations. Reduc-
ing the variables by the strong equations, we have found
the pre-gauge-fixing total Hamiltonian systems.

The explicit form of the pre-gauge-fixing total Hamil-
tonian depends on which the variables are eliminated by
the strong equations. As typical ones, three types of the
Hamiltonian systems have been derived:

1) The first type is suitable for discussing the current al-
gebra. We have reproduced the correct current algebra
as the Dirac brackets. It is remarkable that the current
algebra is realized as the fundamental Dirac brackets
without referring to the variables of which the current
density is composed. We may say that the polynomial
formulation gives us a concrete canonical formalism of
the Sugawara theory [19].

2) The second type has the Dirac brackets which are sim-
ilar to the ones of the Chern-Simons or BF theories.
This is because the model in the polynomial formu-
lation has the symplectic form as εµνρθµFνρ, which is
added as the constraint term imposing the flatness con-
dition to the model. It is interesting to study how the
polynomial formulation is related to these theories.

3) In the third type the minimal set of the canonical pairs
appears. In fact, the number of the true degree of free-
dom is just one in counting the number of the canon-
ical pairs. The interesting aspect of this type is that
the dynamic variables are coupled to their conjugate
momenta via the covariant derivative. This kind of in-
teraction is not so familiar. In addition, we may say
that this type is dual to the second type as seen in
(46). It may be important to understand the meaning
of the duality.

We should observe that these Hamiltonian systems,
each of which has the remarkable characteristics as men-
tioned above, are derived from the same Lagrangian den-
sity. It may be important that we know how these sys-
tems are converted from one to another by changing the
dynamic variables. Each of the Hamiltonian systems is a
different representation of the same model. This has been
clarified by constructing the pre-gauge-fixing Hamiltonian
systems.

One of our aims using the polynomial formulation is to
evaluate the radiative corrections by the quantized fields.
The generalized Hamiltonian formalism obtained in this
paper gives us the basis for the quantization of the model
in the polynomial formulation. Then, the concrete method
to proceed with these evaluations may be perturbation,
for instance. In [11] the perturbation of the model in the
polynomial formulation under the covariant gauge-fixing
condition has been given, where we have found a new per-
turbative series in which it is expected that the ultra-
violet divergence is much milder than the one in the non-
polynomial formulation. The Hamiltonian system used
there corresponds to the third type obtained here. It may
be interesting to study the perturbation theories based on
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the first or second type Hamiltonian systems, which are
under construction.

Appendix

We present here some results of calculating Poisson brack-
ets between the dynamic variables (La

µ, πa
µ, θa

µ, and πa
θµ)

and the second-class constraints ξas’s ({ξas|a = 1, 2, 3; s =
1, .., 6} = {Ka0, Ka1, Ka2, φa1, φa2, Ma}), which are
needed for deriving the Dirac brackets in Sect. 3.4. For ex-
ample, let us consider the Poisson brackets between La

µ’s
and ξas’s. We have:

{La
µ(~x), Kb0(~z1)} = g0

µδabδ(~x − ~z1) ,

{La
µ(~x), Kb1(~z1)} = g1

µδabδ(~x − ~z1) ,

{La
µ(~x), Kb2(~z1)} = g2

µδabδ(~x − ~z1) ,

where the other brackets vanish. All of them are collected
in a formula as:

{La
µ(~x), ξbs(~z1)} = (g0

µδab, g1
µδab, g2

µδab, 0, 0, 0)δ(~x − ~z1) .

In the same way, we obtain:

{πa
µ(~x), ξbs(~z1)} = (0, 0, 0, 0, 0,−gg0

µδab

−g
1
2 ε0ijgµjf

abcθc
i )δ(~x − ~z1) ,

{θa
µ(~x), ξbs(~z1)} = (0, 0, 0, g1

µδab, g2
µδab, 0)δ(~x − ~z1) ,

{πa
θµ(~x), ξbs(~z1)} = (0, ggµ2δ

ab,−ggµ1δ
ab, 0, 0,

−ε0ijgµjδ
ab∂z1

i + g
1
2 ε0ijgµif

abcLc
j)

×δ(~x − ~z1),

{ξct(~z2), Ld
ν(~y)} = (−g0

νδcd,−g1
νδcd,−g2

νδcd, 0, 0, 0)
×δ(~z2 − ~y) ,

{ξct(~z2), πd
ν(~y)} = (0, 0, 0, 0, 0, gg0

νδcd

−g
1
2 ε0ijgjνfcdeθe

i )δ(~z2 − ~y) ,

{ξct(~z2), θd
ν(~y)} = (0, 0, 0,−g1

νδcd,−g2
νδcd, 0)δ(~z2 − ~y) ,

{ξct(~z2), πd
θν(~y)} = (0,−gg2νδcd, gg1νδcd,

0, 0, ε0ijgjνδcd∂z2
i

+g
1
2 ε0ijgiνfcdeLe

j)δ(~z2 − ~y) .

Using these formulae with (26), the Dirac brackets (27) ∼
(33) are obtained.
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